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Measuring heterogeneity with fixed effect 
quantile regression: 

Long panels and short panels

The desire to capture heterogeneity in the response of the dependent variable to covariates 
often forces empiricists to employ panel data quantile regression models. Very often prac-
titioners forget the limitations of their datasets in terms of the sample size n and the length 
of panel T. Yet, quantile regression requires large samples, long panels and small value 
of the ratio n/T. So the estimator in quantile regression with short panels is biased. The paper 
reviews the approaches for estimating longitudinal models for quantile regression. We high-
light the fact that a method of smoothed quantile regression may be viewed as a remedy 
for reducing the asymptotic bias of the estimator in short panels, both in case of quantile-
dependent and quantile-independent fixed effect specifications.
Keywords: quantile regression; panel data.

JEL classification: C44; C61.

1. Introduction

T he popularity of the OLS regression in applied economics may be attributed to the fact that 
“least-squares methods provide a general approach to estimating conditional mean func-
tions” (Koenker, 2005, p. 1). However, the conditional mean function does not give the full 

information about the distribution of the dependent variable conditional on covariates. Indeed, 
in many economic applications the researcher can expect that “the partial effect of an explanatory 
variable can have very different effects across different segments of a population” (Wooldridge, 
2010, p. 449). For instance, in case of the analysis of the loglinear production function, the value 
of elasticity of output with respect to capital may differ across more productive and less pro-
ductive firms. Yet, mean regression only enables to obtain the estimate of elasticity for all firms 
in the sample.

The quantile regression offers an approach to study the impact of the covariates at the “seg-
ments” of dependent variable: the analysis is applied to the conditional -thτ  quantile of the de-
pendent variable. Instead of extrapolating the results of the mean regression to the tails of the dis-
tribution of the dependent variable, quantile regression enables obtaining independent estimates 
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for the impact of covariates in each conditional quantile of the dependent variable. Different val‑
ues of the estimated coefficients for the explanatory variable obtained in regressions with differ‑
ent values of τ  are interpreted as the presence of heterogeneous effect of this explanatory vari‑
able. For instance, quantile regression may be used for studying heterogeneous effect of policy 
reforms and macroeconomic shocks on production, or for evaluating heterogeneous effects of so‑
cio‑demographic characteristics of consumers on their expenditure.

Another merit of quantile regression is the applicability for efficiency analysis. High values 
of quantile index (e.g. 0.8, 0.9) may be taken as an approximation of the production possibil‑
ity frontier, while in case of conditional quantile regression applied to cost function low values 
of quantile index (e.g. 0.1, 0.2) may serve an approximation for the best cost minimization tra‑
jectory2 

It should be noted that the asymptotic theory for cross‑sectional quantile regression is similar 
to the OLS models and requires large values of sample size n . The differences between the quan‑
tile regression and OLS methodology arise in case of longitudinal models. Specifically, the OLS 
regression with longitudinal data admits short panels, but the asymptotic theory for quantile re‑
gression holds only for long panels: the ratio of sample size n  to the length of panel T  should be 
small. So the estimator in quantile regression with short panels is biased.

Yet, the low values of n T  are rarely faced by empiricists. In our meta‑review of over 80 empir‑
ical papers using panel data conditional quantile regression with quantile‑independent fixed effects 
(Besstremyannaya, Golovan, 2019), only 7 percent of papers had 1n T <  and another 21 percent 
had 1 10n T≤ < . All these papers are long macro panels with the annual or quarterly data for coun‑
tries or regions. Most of the remaining works with short panels are applications in different fields 
of economics, where the unit of observation is a firm, an individual, a household, an employer etc.

The purpose of the present paper is to highlight the fact that a recently developed method 
of smoothed quantile regression (Galvao, Kato, 2016) may be viewed as a means for reduc‑
ing the asymptotic bias of the estimator in short panels, both in case of quantile‑dependent and 
quantile‑independent conditional quantile regressions with exogenous covariates. The remainder 
of the paper is structured as follows. Section 2 outlines the specification and estimation procedure 
for conditional quantile regression in case of cross‑section model, and Section 3 deals with pooled 
data model. Section 4 describes the Galvao and Kato (2016) smoothing technique for estimating 
quantile-dependent fixed effect model and the possibility to reduce the bias of the smoothed es‑
timator in case of short panels: for instance, through split‑panel jackknife estimator of Dhaene 
and Jochmans (2015). As regards quantile-independent fixed effect model, Section 5 outlines 
the simple estimator suggested by Canay (2011) and mentions the critique of the estimator in view 
of its asymptotic bias (Besstremyannaya, Golovan, 2019). We note that a new simple estima‑
tor of quantile‑independent fixed effect model, developed by Chen and Huo (2021), exploits 
smoothing techniques by Galvao and Kato (2016) and enables to reduce the asymptotic bias 
in case of short panels. Section 6 contains simulations that show the bias of the estimator in case 
of short panels with quantile‑dependent fixed effects. The conclusion in Section 7 draws atten‑
tion of practitioners to the need of considering limitations of their datasets in terms of the sam‑
ple size and the length of panel.

2 See application in banking in (Besstremyannaya, 2017) and in health economics in (Liu et al., 2007).
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2. Cross sectional quantile regression model

Denote ( )|Q Y X xτ =  the conditional ‑thτ  quantile of a continuous variable Y  under fixed 
values of covariates x. By definition, for 0 1τ< < , ( )( )P YY Q X x X xτ τ≤ = = = . The linear 
quantile regression considers conditional t‑th quantile of a continuous variable Y as a linear func‑
tion of covariates X 

The model which was originally formulated in (Koenker, Bassett, 1978) may be specified as 
follows:

( )i i iY X Uβ′= ; ( )function  is increasing in iXτ β τ τ′ ,

where τ  is the value of a given quantile for conditional distribution of the dependent variable Y 
for observation i, X is a vector of exogenous variables, and ( ) [ ]0, 1i iU X U⊥ ∼ , 1,   ,i n=  

In other words, ( ) ( )|Q Y X x Xτ β τ′= =  for each ( )0, 1τ ∈  
A consistent procedure for estimating b involves minimizing the objective function nW :

 ( ) ( )
1

1,
n

n i i
i

W Y X
n ττ β ρ β

=

′= −∑ . (1)

Here ( )τρ ⋅  is the Koenker and Bassett (1978) loss function3:

( ) ( )( ) ( )
, if 0,

I 0
1 , if 0.

u u
u u u

u uτ

τ
ρ τ

τ
≥

= − < = − − <

Koenker (2005) shows that under regularity conditions, ( )ˆn β β−  has a limiting normal distri‑
bution and the asymptotic variance matrix Σ  may be expresses in the sandwich form (Wooldridge, 
2007). Specifically,

( ) ( ) ( ) ( )1 1, ,A B Aτ τ τ τ τ τ− − ′ ′ ′ ′Σ =  
of the stochastic process ( )β̂ τ :

( ) ( )ˆˆ , ,B Sτ τ τ τ′ ′= , ( ) ( ) ( ) ( )( )
1

ˆ 1 ˆI
2

n

i n i i
n i

A h X X
nh

τ ε τ τ
τ =

′= ≤∑ ,

where residuals ( ) ( )ˆ ˆ
i i iY Xε τ β τ= − ′ , and ( )nh τ  is an appropriately selected bandwidth (for in‑

stance, ( ) ( ) ( )1 1
n n nh h hτ κ τ τ− − = Φ + −Φ −   with κ  equal to median absolute deviation of the  t‑th 

quantile regression residuals and nh  defined in (Koenker, Machado, 1999).
The scores ( )is τ  of the objective function in (1) are set as a piecewise derivative

( ) ( )( ) ( )( ) ,i
i i is Xτ

τ

ρ ε τ
τ ψ ε τ

β
∂

= − =
′∂

3 As its shape resembles the check mark, the loss function is often referred to as the check function, see (Wooldridge, 
2010, Sec. 12.10.1).
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where ( ) ( ) ( )I 0u u uτ τψ ρ τ′= = − < . The estimator of ( ),S τ τ ′  in the expression for ( )ˆ ,B τ τ ′  be‑
comes:

( ) ( ) ( ) ( )( ) ( )( )'
1 1

ˆ ˆ1 1 ˆ ˆ, ˆ  
n n

i i i i i i
i i

S s s X X
n n τ ττ τ τ τ ψ ε τ ψ ε τ

= =

′′ ′ ′ ′= =∑ ∑

3. The pooled model of quantile regression

A simple longitudinal version of quantile regression is a pooled model (Wooldridge, 2007):

( )it it itY X Uβ′= , ( )itXτ β τ′ ,

where t denotes the value of a given quantile for conditional distribution of the dependent variable 
Y for observation i  at period t , X  is a vector of exogenous variables, and ( ) [ ]0, 1it itU X U⊥ ∼ ,  

1,   ,i n= , 1,   ,t T=  

The pooled model of conditional quantile regression is the simplest way to work with the lon‑
gitudinal data. Note that the pooled model does not contain individual effects iα . Similarly to 
the OLS model, pooling the data in conditional quantile regression leads to serial correlation 
of the error terms for each fixed value of i  (i.e. each cluster of observations).

A consistent estimation procedure involves minimizing the quantile regression objective func‑
tion, where the sums are taken across the values of i  and t :

( ) ( )
1 1

1,
T n

nT it it
t i

W Y X
nT ττ β ρ β

= =

′= −∑∑  

Here τρ  is the loss function.
The Wooldridge (2007) correction of the variance matrix in such pooled model accounts for 

serial correlation within the clusters of observations. Specifically, the scores of the objective func‑
tion ( )its τ  are computed as a piecewise derivative:

( ) ( )( ) ( )( ) ,it
it it its Xτ

τ

ρ ε τ
τ ψ ε τ

β
∂

= = −
′∂

and the asymptotic covariance matrix of the estimates becomes

( ) ( ) ( ) ( )1 1, ,A B Aτ τ τ τ τ τ− − ′ ′ ′ ′Σ =   ,

where its components can be estimated as follows:

( ) ( ) ( ) ( )( ) ( )( )'
1 1 1 1 1 1

ˆ ˆˆ ˆ1 1 ˆ,
n T T n T T

it is it is it is
i t s i t t

B s s X X
n n τ ττ τ τ τ ψ τ ψ ε τε

= = = = = =

′′ ′ ′ ′= =∑∑∑ ∑∑∑ ,

( ) ( ) ( ) ( )( )
1 1

ˆIˆ 1
2

n T

it n it it
i tn

A h X X
nh

τ ε τ τ
τ = =

′= ≤∑∑  
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Similar approach for accounting for groupwise serial correlation is proposed in (Parente, Santos 
Silva, 2016): in this case, time may be taken as one of the grouping dimensions.

4. Quantile-dependent fixed effects

4.1. The model

A general form of a panel data quantile regression model is specified in Koenker (2004) as fol‑
lows:

 
( ) ( ) [ ]

( ) ( )
, 0, 1 ,

is monotonically increasing,
it it it i it it

it i

Y X U U U U
X

β α
τ β τ α τ

′= + ∼
′ +

 (2)

where ( )0, 1τ ∈ , mapping in (2) is the conditional quantile of the dependent variable Yit, Xit is a vec‑
tor of covariates and ( )iα τ  are fixed effects, which vary across quantiles.

Note that in case of the OLS model, the conditional mean is a linear function. The lin‑
ear character of the conditional mean enables conducting the within‑transformation in esti‑
mating the fixed effect OLS model and thus exclude the individual effects under any length 
of panel. However, the conditional quantile is a non‑linear function, so the within‑transfor‑
mation becomes infeasible. Therefore, the Koenker (2005) model of quantile‑dependent fixed 
effects contains the whole list of individual effects. This leads to incidental parameters prob‑
lem. So long panels are required to avoid the negative effect of the problem on the properties 
of the  estimator.

The estimator becomes (see (Kato et al., 2012, eq. (2.2))):

{ }( )
{ }

( )
, 1 1

1, arˆˆ gmin
i

n T

i i i i
i i

Y X
nT τ

α β
α β ρ β α

= =

′= − −∑∑ ,

and its asymptotic theory requires long panels: n T  must be small. Kato et al. (2012) do not de‑
rive an analytical expression for the bias of the estimator making it impossible to apply the esti‑
mator to short panels.

4.2. Restrictions on the model in short panels

Approaches to estimate quantile‑dependent fixed effect model with short panels impose various 
restrictions on the model. For example, Machado, Santos Silva (2019) and Li et al. (2003) require 
additional assumptions about the distribution of dependent variable, while Harding and Lamarche 
(2016) model fixed effects as functions of covariates.
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4.3. Smoothed estimator for short panels

The smoothed quantile regression offers a remedy for keeping the general form of specification 
in short panels. The approach was proposed by Galvao and Kato (2016) who modify the Koenker 
(2004) quantile regression objective function through smoothing

{ }
( ) ( )( )

,
1 1

1min ,
i

n T

it it i it it i
i t

Y X G Y X h
nTα β

β α τ β α
= =

′ ′− − − − −∑∑

where ( ) ( )
u

G u K v dv
∞

= ∫  is a smoothed analogue of the step function ( )I 0u < , ( )K v  is a kernel 

function, and h is a bandwidth.

Using the smoothing technique, Galvao and Kato (2016) derive the bias of the estimator. To 
reduce the bias, they recommend two methods: subtracting the asymptotic expression of the bias 
or using the Dhaene and Jochmans (2015) jackknife split panel correction of the bias.

In case of balanced panels, the Dhaene and Jochmans (2015) procedure requires splitting 
the panel into two: { }1, ,i n∈ …  in each panel, while the time index is { }1, , 2t T∈ …  in the first 
panel and { }2 1, ,t T T∈ + …  in the second panel. The split panel estimator is computed as

( ) ( ) ( ) ( )( )1/2 1 22 2,ˆ ˆ ˆ ˆβ τ β τ β τ β τ= − +

where ( )β̂ τ , ( )1̂β τ , ( )2β̂ τ  are, respectively, estimators for the full panel, the first part of the panel 
and the second part of the panel. The split panel estimator under the Dhaene and Jochmans (2015) 
approach has the same asymptotic variance as the original β̂  estimator and allows for more reli‑
able inference under short panels.

5. Quantile-independent fixed effects

5.1. The model

The locational shift model assumed that fixed effects do not vary across quantiles. The model 
is given in (Koenker, 2004) as:

( ) , 1, , , 1, , ,it it it iY X U i n t Tβ α′= + = … = …

where the function ( )itXτ β τ′  is strictly increasing in τ , itU  is uniformly distributed on [ ]0, 1  
and does not depend on ( ),it iX α . Here itX  do not include the constant term. Individual effects 

iα  as n  additional unknown parameters.

5.2. A simple estimator

It should be noted that estimation of quantile‑dependent individual effects in the Koenker (2004) 
model lead to computational burden owing to piece‑wise character of the quantile objective func‑
tion nW . This supports the cause for simplifying the computation procedure.
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One simple estimator was proposed in (Canay, 2011) for a more restricted the model with quan‑
tile‑independent fixed effects4:

 ( ) ( )0 , 1, , , 1, , ,it it it it iY X U U i n t Tβ β α′= + + = … = …  (3)

where the function ( ) ( )0itXτ β τ β τ′ +  is strictly increasing in τ , itU  is uniformly distributed 
on [ ]0, 1  and does not depend on ( ),it iX α . Here the identification condition [ ]E 0iα =  is as‑
sumed. Individual effects iα  as n  additional unknown parameters. At the first step, the approach 
uses a nT  consistent estimator (e.g. the within estimator) to consistently estimate fixed effects. 
At the second step, the pooled version of the panel data quantile regression model is applied to 
the dependent variable cleared of the estimated fixed effects.

Formally, at the first stage, a nT  consistent estimator ˆ
µβ  of ( )E itUµβ β≡     is used to 

 compute

( )
1

ˆˆ 1 T

i it it
t

Y X
T µα β

=

′≡ −∑  

The second stage defines ˆ ˆit it iY Y α≡ −  and the estimator ( )β̂ τ  as

( ) ( )0
1 1

1argminˆ ˆ
n T

it it
i t

Y X
nT τ

β
β τ ρ β β

= =

′= − −∑∑  

5.3. Critique of the simple estimator

Canay (2011) claimed that under 0sn T →  (where 1s > ), ( )ˆnT β β−  has a limiting nor‑
mal distribution with zero mean and an asymptotic variance matrix. However, Besstremyannaya 
and Golovan (2019) showed that the condition 0sn T →  is insufficient for guaranteeing the ex‑
istence of a limiting distribution and the absence of asymptotic bias of the vector of coefficients. 
Another error of the Canay (2011) estimator deals with the constant term : Besstremyannaya 
and Golovan (2019) prove that the asymptotic standard error of the intercept is incorrect even un‑
der 0n T →  

5.4. A new simple estimator based on smoothing

To address the problem of the asymptotic bias of the Canay (2011) estimator, Chen and Huo 
(2021) develop a new estimator for quantile‑independent fixed effects specified by (3). It uses an‑
other normalization condition ( )0E 0itUβ  =  , retains the first‑step of the Canay (2011) procedure 

4 It should be noted that quantile‑dependent and quantile‑independent fixed effect conditional quantile regression 
models, e.g. of Koenker (2005) and of Canay (2011), appear as nested. Yet, to the best of our knowledge there is not 
formal statistical test to establish the need of using a more general specification with quantile‑dependent fixed effects. 
Arguably, a weak version of such test would be use the Wald statistics for testing the equality of coefficients for indi‑
vidual effects in each pair of conditional quantile regressions for different values of t 
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but modifies the second by introducing the smoothing technique of Galvao and Kato (2016) and it 
enables to reduce the asymptotic bias of the estimator in case of short panels. Specifically,

( ) ( ) ( )( )
1 1

ˆ ˆ1argmin ,ˆ
n T

it it it it
i t

Y X G Y X h
nTβ

β τ β τ β
= =

′ ′= − − −∑∑

where ( ) ( )
u

vuG K dv
∞

= ∫  is a smoothed analogue of the step function ( )I 0u < , ( )K v  is a kernel 

function, and h  is a bandwidth.

6. Simulations

This section uses simulations to demonstrate the problems due to the asymptotic bias of the es-
timates obtained in quantile regression with short panels. Specifically, we examine the asymptotics 
for the smoothed quantile regression estimator of Galvao and Kato (2016) and the bias-corrected 
estimator, based on the approach of Dhaene and Jochmans (2015).

The data generating process is taken from Galvao and Kato (2016):

 
     2

1 0.5 = 0.3 ,

~ i.i.d. 3 , ~ i.i.d. 0 1 , ~ i.i.d. 0 1
it i it it it it i it

it i it

Y X X U , X Z

Z U , U N , .

     

 

The model becomes      |it it i itQ Y X X      , where    1
i i= +       and 

   11 0.5= +     . We simulate 250 samples of four different panels: 75n= , 48T = ; 150n= ,  
24T = ; 300n= , 12T = ; 600n= , 6T = . The panels differ in their length, but contain the total 

number of observations equal to 3600. So the effect of the total size of the sample in longitudinal 
dataset may be neglected when we compare the results across the four panels. The slope     is 
estimated for {0.25, 0.5, 0.75}τ ∈ .

We focus on three criteria: the bias of the estimator, the ratio of the standard error of the esti-

mator to the true standard error, the z-statistic defined as 
    

   se
z =
    

 
. (The z-statistic is em-

ployed to show the behavior of the estimator around the its true value.)
Table 1 and Fig. 1 show the performance of the non-modified smoothed quantile regression 

estimator by Galvao and Kato (2016). For each of the four panels and each of the three quantiles 
Table 1 gives the values of the bias of the estimator, the expected value of the ratio of the standard 
error of the estimator to the true standard error, expected value of the z-statistic, probability that 
the 95% confidence interval covers the true value of    .

As may be revealed from Table 1, in each sample and in each quantile, the bias of the estima-
tor is the smallest under the largest length of panel. The bias of the estimator increases with the in-
crease of the ratio n T , which is particularly observed at quantiles 0.25  and 0.75 .

The expected value of the ratio of the standard error of the estimator to the true standard er-
ror is in the range of [0.92, 1.03]. So the standard error of the estimator is a good approximation 
of the true standard error.

Yet, the expected value of the z-statistic differs from zero: for instance, the values are in the range 
of [0.08, 1.7] for quantile 0.25. The probability that the 95% confidence interval covers the true 
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value of  b t  is close to 0.95 in case of the median regression and in case of long panels and 
small ratio of n T . So the difference between the expected value of the z‑statistic and zero may 
be considered negligible. Yet, the difference is statistically significant for panels with large n T  
When the length of panel is 6, for instance, the coverage probability of the 95% confidence inter‑
val is only 0.58–0.60 in regressions for quantiles 0.25 and 0.75. So incorrect conclusions are likely 
to result from the standard inference procedures in case of such short panel.

Table 1. Distribution of  b t  for different size of panel: 
Non‑modified smoothed quantile regression estimator by Galvao and Kato (2016)

n = 75, T = 48 n = 150, T = 24 n = 300, T = 12 n = 600, T = 6

t = 0 25, b(t) = 0 6628
   bias b t 0 002 0 009 0 021 0 056

     seE b t s b t    0 959 0 956 0 970 0 938

  
z

b t
 E  0 080 0 277 0 612 1 671

   0 975z z
b t

  0 904 0 924 0 892 0 596

t = 0 5, b(t) = 1

   bias b t –0.003 –0.006 –0.003 –0.005

     seE b t s b t    0 953 0 915 0 914 1 033

  
z

b t
 E  –0.099 –0.183 –0.097 –0.132

   0 975z z
b t

  0 940 0 924 0 936 0 944

t = 0 75, b(t) = 1 3372

   bias â ô –0.006 –0.010 –0.021 –0.060

     seE b t s b t    1 007 1 022 0 976 0 936

  
z

b t
 E  –0.217 –0.299 –0.587 –1.778

   0 975z z
b t

  0 948 0 920 0 896 0 584

Figure 1 supports the conjecture about the shifted distribution of the z‑statistic. Note that 
the inference procedures in panel data quantile regression assume that the asymptotic distribution 
of the z‑statistic is standard normal, so the actual distribution of the z‑statistic should be close to 
standard normal. Figure 1 plots the standard normal distribution and distribution of the z‑statistic 
for various values of the ratio n T  in our simulations. As may be revealed from Fig. 1, the larger 
the ratio n T , the larger is the difference between the distribution of the z‑statistic and the stan‑
dard normal distribution.
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Table 2 and Fig. 2 show the results of similar computations for the bias‑corrected smoothed 
quantile regression estimator according to the approach of Dhaene and Jochmans (2015). The bias 
becomes negligible: the absolute value of the bias is the range of [0.001, 0.004]. The fact supports 
the claim that the estimator can be used for shorter panels.

The expected value of the ratio of the standard error of the estimator to the true standard error 
is in the range of [0.86, 0.93] for panels longer than 6. The value drops to 0.82 at quantiles 0.75 
and to 0.85 at quantile 0.25 when the length of panel is only 6. So inference is still not perfect, and 
more observations are required for better asymptotics.

The expected value of the z‑statistic does not differ from zero as much as it did in case of non‑
modified estimator. The coverage probability of the 95% confidence intervals is rather good. 
The worst values, which correspond to panel of length 6, are tolerable: 0.89 at quantile 0.25 and 
0.87 at quantile 0.75.

As may be revealed from Fig. 2, the z‑statistic does not shift as much as in case with the non‑
modified estimator in short panels.

7. Conclusion

The desire to capture heterogeneity in the response of the dependent variable to covariates often 
forces empiricists to employ panel data quantile regression models. Very often practitioners forget 
the limitations of their datasets in terms of the sample size n and the length of panel T. Yet, quantile 

Fig. 1. Kernel density estimates for the z‑statistic for  b t  for different size of panel: 
Non‑modified smoothed quantile regression estimator by Galvao and Kato (2016)
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regression requires large samples, long panels and small value of the ratio n T  (Kato et al., 2012). 
At the same time, according to our review of empirical literature which used the Canay (2011) es‑
timator, 45% papers had the value of T less than 10 and only 6 papers out of 81 had a ratio of n T  
less than 1 (Besstremyannaya, Golovan, 2019, Table 9).

This paper touched upon the problems of the asymptotic bias of estimators in the fixed effect 
conditional quantile regressions in absence of long panels. The Galvao and Kato (2016) approach 
which smooths the quantile loss function and the correction of bias according to the methodo logy 
of Dhaene and Jochmans (2015) may be used as helpful tools for reducing the asymptotic bias 
in short panels.
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Table 2. Distribution of  b t  for different size of panel: Bias‑corrected smoothed quantile 
regression estimator according to the Dhaene and Jochmans (2015) approach

n = 75, T = 48 n = 150, T = 24 n = 300, T = 12 n = 600, T = 6
t = 0 25, b(t) = 0 6628

   bias b t –0.001 0 003 0 003 0 002

     seE b t s b t    0 931 0 895 0 892 0 852

  
z

b t
 E  –0.008 0 107 0 114 0 059

   0 975z z
b t

  0 884 0 916 0 900 0 888

t = 0 5, b(t) = 1

   bias b t –0.003 –0.006 –0.004 –0.004

     seE b t s b t    0 899 0 863 0 864 0 948

  
z

b t
 E  –0.106 –0.195 –0.113 –0.119

   0 975z z
b t

  0 928 0 904 0 920 0 928

t = 0 75, b(t) = 1 3372

   bias b t –0.004 –0.003 –0.003 –0.004

     seE b t s b t    0 938 0 948 0 888 0 821

  
z

b t
 E  –0.137 –0.103 –0.070 –0.136

   0 975z z
b t

  0 936 0 912 0 920 0 868
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Appendix. Estimation in Stata

Here we note several availabilities for estimation of quantile regression with longitudinal data 
in Stata. Firstly, the Machado et al. (2011) package  2qreg  implements computation of clustered 
standard errors according to the Parente and Santos Silva (2016) approach. Additional possibili-
ties of this user-written module deal with the analysis of heteroskedasticity.

Secondly, the Machado and Santos Silva (2019) method for estimating quantile‑dependent fixed 
effects under assumption that the expected value and the standard deviation of the dependent vari-
able are linear functions of covariates is available in the package t (Machado, Santos Silva, 2018).




